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ABSTRACT
The city, as a multifaceted phenomenon, has various dimensions. One of its most important dimensions, which 
has always been one of the debates raised in urban design and planning, is its geometry. Urban geometry and the 
geometry of urban valleys, which are defined by changes in height, length, and distance of buildings, significantly 
affect energy exchanges and thereby the temperature of urban areas. Changes in urban geometry will lead to some 
problems and issues, one of which is climate change on micro and medium scales. The geometry of the city has 
always been of interest to climatologists due to its effects on the urban climate. One of the important parameters of 
it is the Sky View Factor (SVF). Although urban climatologists know this factor well, it has not been properly raised 
among urban planners. On the other hand, since this factor is related to other climatic variables, it can play a key 
role in urban decision-making. Therefore, in the present study, it is attempted to present and classify the methods 
and techniques used for calculating this factor, while examining the need to pay attention to it. Therefore, this study 
aims to identify and study the types of this factor and then to study and classify various calculation and estimation 
methods. The results of this study show that the calculation and estimation of SVF have started with photographic 
and analytical methods and increasingly expanded with software and GPS methods. Also, at the end of this study, 
a classification of the background of the topic, along with various calculation methods and techniques and related 
software, is presented in a table in detail.

Keywords: Urban Geometry, Sky View Factor (SVF), Method.    

* The present study is derived from the first author’s doctoral dissertation entitled “Study and analysis of the effect of urban geometry 
on urban climate”, which was defended under the supervision of the second and fourth authors and the advice of the third author at the 
Islamic Azad University (Science and Research Branch), Tehran.
** E_mail: l.jahanshahloo@srbiau.ac.ir



190

Ar
m

an
sh

ah
r A

rc
hi

te
ct

ur
e 

&
 U

rb
an

 D
ev

el
op

m
en

t

Vo
lu

m
e 

13
, I

ss
ue

 3
1,

 S
um

m
er

 2
02

0
ZarifianMehr, A. et al.

1. INTRODUCTION
Given the increasing problems of urbanization, 
especially the phenomenon of heat islands, current 
cities need accurate and extensive planning for future 
development and maintaining the quality of their 
urban environment (Jusuf, Ignatius, Wong, & Tan, 
2017; Unger, 2017). On the other hand, the geometry 
of urban valleys, which are defined by changes in 
height, length and distance of buildings, significantly 
affects energy exchanges and thereby the temperature 
of urban areas and urban microclimates (Grimmond, 
Potter, Zutter, & Souch, 2001; Fredrik Lindberg, 
2005). But this temperature also depends on a number 
of geographical-geometric factors (such as SVF) and 
meteorological variables (Upmanis & Chen, 1999). A 
short literature review suggests that one of the most 
common indicators used for describing urban geometry 
is SVF (Chen, Ng, An, Ren, Lee, Wang, & He, 2012).
The SVF has become one of the most important 
predictors of the UHI intensity due to its application 
in urban climate and UHI patterns and its contribution 
to local-spatial data and available techniques (Drezner 
& Shaker, 2010; Jusuf, Ignatius, Wong, & Tan, 2017; 
Yamashita, Sekine, Shoda, Yamashita, & Hara, 1986).
Although the SVF is internationally well recognized 
in urban climatology and energy level analysis (Li, 
Putra, & Yang, 2004), it has not progressed well in Iran 
and there are no reliable references on it (Behzadfaz 
& Monam, 2012). Also, it has not been recognized 
as a geometric parameter widely accepted in urban 
planning and design. The followings can be mentioned 
as some reasons for this (Li, Putra, & Yang, 2004):
- Lack of knowledge and lack of communication with 
climatologists.
- Lack of sufficient evidence indicating the importance 
of the SVF in design.
- Lack of sufficient and efficient tools for assessing 
the quality of SVF or lack of interaction between SVF 
evaluation and design process.
The application of this factor and the necessity of its 
application in urban climate issues are very obvious. In 
climate studies, the SVF is considered as an important 
geometric parameter because it is correlated with 
local thermal performance and potentially important 
in the urban design process (Li, Putra, & Yang, 2004). 
Another reason for the importance of the SVF is that the 
obstruction of long-wave radiation is estimated using it 
(Gustavsson, 1995), because the nocturnal cooling (also 
called night sky cooling) process is mainly influenced 
by the emission of long-wave radiation (Unger, 2004). 
In other words, reduction in the SVF increases the 
absorption of short-wave radiation during the day and 
decreases the emission of long-wave radiation during 
the night, making urban areas warmer (Johnson, 1985; 
Park, 1987). Quoted from Oke (1981) and Park (1987), 
Eliasson (1996) stated that there is a relationship 
between maximum island heat intensity and the SVF 
for some cities in Australia, Europe, North America 

as well as Japanese and Korean cities. Therefore, it is 
clear that the SVF plays a key role in thermal comfort 
and urban climate (Bourbia & Boucheriba, 2010). 
In other words, since there is a relationship between 
the SVF and surface temperature (Eliasson, 1992) 
and surface temperature is also derived from MRT - 
one of the indicators affecting thermal comfort1- it is 
obvious that the SVF also plays an important role in 
thermal comfort. Although the SVF cannot determine 
or control the temperature (Matzarakis, Rutz, & Mayer, 
2000), Matzarakis et al. considered it as a determinant 
parameter in the MRT prediction model (Li, Putra, & 
Yang, 2004). Also, one of the advantages of the SVF 
over other geometric parameters such as H/W is that 
its ability to much better describe a complex urban 
environment (Johnson & Watson, 1984; Unger, 2009).
The present study was carried out using library studies, 
review of documents, and articles related to urban 
climate in general and SVF in particular. According to 
the authors, the present study is review-translational 
research, because it reviews the definitions and 
calculation methods of the aforementioned factor and 
presents a classification of them. Also, due to the lack 
of Persian references, almost 100% of the references 
used were in the English language and this had a 
significant effect on the development of this study. 
Thus, significant parts of the present study include 
the translations of other studies. So, it was greatly 
attempted to carefully refer and observe fidelity.
The present study was organized into six main 
sections. The first section, i.e. introduction, describes 
the research topic and presents a short background 
of it and the research methodology. The theoretical 
literature of the topic is reviewed extensively. In this 
section, various definitions and calculation methods of 
the SVF are examined. The third section includes the 
research conclusion. An appendix containing acronyms 
or abbreviations is presented. In order to avoid repeat 
Latin phrases and sometimes long Persian equivalents, 
English abbreviations are used in the study. Finally, 
some notes (or postscripts) are presented to further 
explain some contents, and a list of references used is 
provided at the end of the article. 

2. THEORETICAL FOUNDATIONS
In this section, in addition to the definitions of the 
SVF, its types are investigated in terms of dispersion 
and location of measurement. Also, SVF calculation 
methods are classified into four main categories: 
analytical, photographic, software, and GPS, and 10 
types of techniques along with applications.

2.1. Definitions
SVF is a parameter used in urban climatology. It refers 
to the amount of sky visible from a point on the ground. 
It is a geometric ratio that expresses a fraction of the sky 
observable from the observer’s viewpoint (De Souza 
& Da Silva, 2006). It is a quantitative, dimensionless 
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factor with values varying between 0 and 1 (Bottyán 
& Unger, 2003; Chapman, Thornes, & Bradley, 2001; 
Oke, 1988) and describes surface geometry. The value 
1 represents the complete visibility of the sky, and as 
this value approaches zero, the sky is covered with 
artificial or natural elements. Therefore, this factor is 
examined to discover the effects of a complex urban 
surface on the climatic processes of urban built-up 
areas (Hämmerle, Gál, Unger, & Matzarakis, 2011).
In other words, taking a point on the (ground) surface, 

one part of the radiation from the point is absorbed by 
the surrounding surfaces (building, tree, etc.) and the 
remaining radiation is directed to the sky. The measure 
of this parameter is defined as SVF, which means that 
the value of SVF can be calculated by subtracting the 
sum of all the VFs calculated for the “seen” surfaces 
from 1 (Unger, 2009). The surface marked by SB on 
the hemisphere shows the shape of the building ‘seen’ 
from ∆A (Fig. 1). In this case, the SVF is: 
SVF=1-VFBuilding-ΔA=1-VFSB-ΔA

      Fig. 1. Projection of the Seen Surface of the Building on the Assumed Hemisphere Surface 
(Unger, 2009)

2.2. Types of SVF 
There are two types of SVF in terms of the types of 
dispersion in the environment:
Discontinuous SVF (DSVF): This type of SVF is 
individually collected in urban environments and the 
data on them are not defined relative to each other. 
This type of measurement is usually performed with a 

limited number of points.
Continuous SVF (CSVF): When there are a large 
number of points collected or it is possible to connect 
them and provide an accurate and correct simulation 
of the areas between the points with collected SVF 
the continuous SVF is carried out. Today, various 
techniques such as IDW in ArcGIS software have the 
ability to do this (Fig. 2).

      Fig. 2. An Example of a CSVF
(Matzarakis & Matuschek, 2011)
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In addition, there are three types of SVF in terms of 
the measurement location (Chun & Guldmann, 2014):
• Ground SVF (SVF): it is a SVF measured at ground 
level and represents the pedestrian viewpoint.
• Roof SVF (RSVF): it is a SVF measured on the roof.
• Total SVF (TSVF): According to the map grid, TSVF 

can be calculated using the following equation:
TSVF=∑   GSVFi +∑   RSVFi

i=1→Ng  	         i=1→Nr

Also in Figure 3, points 1, 2, and 3 are GSVF, and 
points 4 and 5 are RSVF.

      Fig. 3. SVF Types Based on Measurement Location
(Chun & Guldmann, 2014)

2.3. SVF Calculation Methods and Techniques
Up to now, various methods have been suggested 
for the calculation of the SVF considering different 
techniques, some of which are described in the 
following:

2.3.1. Analytical (Geometrical) Method

For the first time, Johnson and Watson (1984) have 
proposed a SVF calculation method. According to their 
method, the SVF is calculated only by “elevation” and 
“azimuth angles of a building” (Unger, 2009). In this 

method, the SVF estimation is based on the geometric 
characteristics and “radiation exchange model” of 
urban valleys (Chen et al., 2012). The pioneers of 
this method were Oke (1981) and Johnson & Watson 
(Johnson & Watson, 1984). In this method, SVF is 
calculated directly by the angle above the horizon and 
the corners of the surrounding buildings. Oke (1981) 
has presented the method for the urban symmetric 
valley along the infinite length, and Johnson & Watson 
(Johnson & Watson, 1984) have provided the same 
method for asymmetric valleys along the finite length 
(Watson & Johnson, 1987).

      Fig. 4. Asymmetric Cross Section of an Urban Valley Surrounded by Buildings 1 And 2.
(Oke, 1988)

According to Figure 4, if it is assumed that the length 
of the urban valley is infinite, the VF of each wall (ψw), 
is calculated with the relation of ψw=(1-cos θ)/2 where 
θ=tan-1(H/0.5W). Accordingly, SVF is equal to: ψS = 
1- (ψw1 + ψw2), and for symmetric cross-sections, the 
relation will be simpler: ψs = cos θ (Oke, 1988).
This type of method (i.e. analytical)2 provides a 
theoretical framework for determining the SVF of a 

particular point in different urban structures. This type 
of method is suitable for simple structures and can 
be used for algorithm testing and parametric analysis 
(Chen et al., 2012). 

2.3.2. Photographic Method

Anderson (1964) was probably the first person who 
applied the “view factor” through a photographic 
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approach when using photographic calculations to 
estimate the distribution of sunlight in forest canopy 
studies. However, since the 1980s, photographic 
methods have been sufficiently considered to determine 
the SVF in urban climate studies (Chen et al., 2012). 
Steyn (1980) has introduced a method to determine 
a geometrically correct SVF using FE images (Fig. 
5) for complex urban environments (Unger, 2009). 
Steyn’s “Equiangular Projection” (1980) is the most 
commonly used method. He has divided the images 
into concentric rings of equal width, then summed up 
all the circular sections- that represented the sky- and 
obtained the SVF based on the following equation 
(Chen et al., 2012):

The Where n is the total number of rings. i represents 
the ring number and αi denotes the angular width of 
the sky in the ith ring. Johnson & Watson (1984) also 
later proposed the modified version of Steyn’s method 
(Chen et al., 2012):

To complete this method, Steyn et al. (1986) have 
proposed another technique for measuring the SVF. To 
apply this technique, a video image taken using the FE 
lens was required. They have also compared the results 
of their studies with the technique supposed by Johnson 
& Watson (Johnson & Watson, 1984). The results of 
their study on three case studies showed very little 
difference between the two aforementioned methods. 
To calculate the SVF using this type of method, 
first, images printed on the “Polar Coordinate Graph 
Paper” were analyzed manually and traditionally. 
Being time-consuming and the presence of error were 
the disadvantages of this method. Some experiments 
were then carried out to make this method automatic 
(Bärring, Mattsson, & Lindqvist, 1985) which resulted 
in the digitization of FE images with video cameras 
and then the direct collection of images using a video 
camera adjusted with FE lens (Steyn, Hay, Watson, & 
Johnson, 1986).

      Fig. 5. An Example of FET Images
(Chen et al., 2012)

In the evolving process of this method, Grimmond et 
al. (2001) used digital cameras with FE lenses. These 
cameras provided an accurate estimation of the SVF, 
which was written with the Fortran Program (Unger, 
2009). Svensson (2004) has also measured the SVF at 
two elevations (ground level and 2 m above the ground 
level) and with FET. The results indicated it is better 
to use FE photos taken at the ground level. Holmer 
(1992) also evaluated FE images in small sectors using 
a digitalizing tablet connected to a computer (Unger, 
2009). Grimmond et al. (2001) have also proposed two 
simple techniques that objectively and rapidly estimate 
the SVF. Both techniques are based on FET. The first 
technique was to apply a digital camera (with a spherical 
lens) and the second one was to apply the “LI-COR 
LAI-200 Plant Canopy Analyzer” to automatically 
measure “Diffuse Non-Interceptance Light” using 
an optical sensor. In both techniques, data collection 
and processing are rapid and data storage is simple. 
In addition, Chapman et al. (2001) have developed 
a fully automated digital approach to distinguish the 
sky from non-sky. This method is applied using gray 

digital numbers on “converted fisheye images”. They 
have developed the calculation of SVF based on 
Steyn’s (1980) work (Unger, 2009). Moreover, one of 
the calculation methods of the SVF is to use “thermal 
fish-eye photography “, which accurately estimates 
the values of SVF. The reason for this accuracy is the 
fact that thermal images clearly distinguish the cold 
sky from warm barriers such as buildings (Chapman, 
Thornes, Muller, & McMuldroch, 2007; Debbage, 
2013).
According to this theoretical framework, the 
photographic method was developed by expanding it to 
unequiangular angles and using stronger hardware and 
software. However, some environmental limitations 
in basic data collection using this method made it an 
unsuitable method for analyzing large areas (Chen et 
al., 2012). Moreover, collecting essential data in cities 
with complex skylines can be tiresome using this 
method (Johnson & Watson, 1984).
However, the method of photography of the 
environment and analysis of it has been developed 
based on newer techniques. Accordingly, Liang and his 
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study team in a study entitled “Automatic Estimation 
of Sky View Using Street View Photos - Metadata 
Approach 2 Automatic Sky View Factor Estimation 
from Street View Photographs A Big Data Approach” 
pointed out that FET is one of the appropriate 
approaches to estimate the SVF. Also, high-resolution 
urban models such as LiDAR3 (Light Detection and 
Ranging), and “Oblique Airborne Photogrammetry” 
can well estimate CSVF in large urban areas. However, 
such data are not always available and there are 
problems to obtain them (Liang, Gong, Sun, Zhou, 
Li, Li, Liu, Liu, & Shen, 2017). In contrast, SVPs 4 

are widely available in urban areas worldwide. Using 
street view panoramas, Liang et al. have estimated 
SVF values for Manhattan Island, New York. To check 
the accuracy of their study, they compared the results 
of their study with two independent sources - LiDAR 
which is based on the Digital Surface Model (DSM) 
and Oblique Airborne Photogrammetry which is based 
on 3D City Models (OAP3D). The results indicated the 
correlation coefficients of 0.863 and 0.987, showing 
that it is a reliable estimation (Liang, Gong, Sun, Zhou, 
Li, Li, Liu, & Shen, 2017).

2.3.3. Software Method

There are many methods of estimating the SVF value, 
including geometric models, fish-eye lens photograph 
analysis, image processing, and diagram or graphical 
determination. However, the SVF calculation using 
these methods is not straightforward and such methods 
usually require time and money. In addition, the main 
problem of these methods is the delineation of the 
sky from buildings (Souza, Rodrigues, & Mendes, 
2003a). Moreover, perhaps the biggest challenge faced 
by climatologists in using SVF data is the limitation 

of image collection in non-ideal climatic conditions 
(Chapman & Thornes, 2004). Considering that in 
urban environments, the SVF is mainly determined by 
buildings as the main elements on the ground (Unger, 
2009), Souza et al. (2003b) have developed a method 
for estimating the SVF value in urban environments 
using GIS. To validate this tool, they have compared 
the actual SVF values with the obtained results of the 
simulation. This comparison confirmed the validity 
of this tool for estimating the SVF value. Also, Unger 
(2009), in his study, has presented an algorithm based 
on Souza et al.’s work (De Souza & Da Silva, 2006; 
Souza, Rodrigues, & Mendes, 2003a, 2003b) and using 
Arc View 3.2. He investigated the proposed algorithm 
using two SVFbasin and SVFinfinite calculation 
methods and the results showed a slight difference 
between the calculated SVF and the other two SVFs 
(the differences were 0.04% and 0.01%, respectively). 
Also, the calculation radius of SVF was considered to 
be 200 meters.
Gal et al. (2008), in addition to the calculation of 
continuous SVF for the area of 75.26 km2, Szeged City, 
Hungry, have compared the two methods. One of these 
two methods was based on vector data and another 
one based on raster data. This study was performed 
using Arc View 3.2 software, based on Souza’s model 
(Souza, Rodrigues, & Mendes, 2003b). In this study, 
the city was divided into 103 cells and about 900,000 
points were used to estimate the SVF. The approximate 
time considered to calculate the SVF per cell was 24 
hours (in the vector method). In the raster method, the 
SCA technique was used based on Ratti’s studies (Ratti 
& Richens, 1999). As shown in Figure 6, the results of 
the models indicated very high similarity between the 
two methods (correlation coefficient: 0.9827).

      Fig. 6. Correlation between SVFr (Raster) and SVFv (Vector) 
(Gál, Lindberg, & Unger, 2008)

In the application of software methods in general 
and the GIS system in particular, Thomas Gall et al. 
(2007), in their study entitled “Comparison between 
sky view factor values computed by two different 
methods in an urban environment”, have provided a 

method for SVF calculation by GIS, for which a 3D 
building database was essential. Besides, they have 
provided a basis for calculating the SVF based on FE. 
The comparison between the two methods indicated 
significant differences in the calculations, which 
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were generally due to the presence of plants around 
the sites. Apart from the vegetation variable, there 
was a significant correlation between the two values. 
Therefore, the vector-based method can be considered 
a reliable method for the SVF calculation in urban 
environments. They also have pointed out that if a 3D 
building database is available, using the vector-based 
method takes a few days due to the high volume of 
computational operations (Gál, Rzepa, Gromek, & 
Unger, 2007).
Additionally, Chen et al. (2012) have proposed a 
rapid software method for calculating CSVF values. 

This method has been developed in a completely 
urban environment using a three-dimensional GIS 
database. For this purpose, a computer program was 
written in VBA programming language and run as 
Macro in ArcGIS. This mixed algorithm has the same 
geometric settings and theoretical basis as the vector 
method proposed by Gál et al. (2008). But it uses 
high-resolution DEM as input data. Chen at al. have 
combined the three-dimensional building database 
with a topographic database to create a DEM layer 
representing the height of the urban area. Figure 7 
shows the illustration of this algorithm. 

      Fig. 7. Illustration of the SVF Calculation Algorithm
(Chen et al., 2012)

In another study, Chun & Guldmann (2014) have 
used three-dimensional and two-dimensional data to 
perform the spatial-statistical analysis and simulation 
of the heat island for the downtown of Ohio, and have 
stated that the results of changes in measured variables 
were consistent with previous studies. LST and TSVF 
were of variables they measured. Studies show that as 
TSVF increases LST decreases.
Although GIS, with its unique capabilities, has been 
successful in processing vector and raster data, 
Matuschek and Matzarakis (2011 and 2011), in their 
studies, have criticized the application of GIS in the 
SVF calculation, and states three problems: 1. GIS 
software and “3D Analyst extension” are expensive; 
2. Specialized knowledge and a significant amount of 
time are required to provide the maps; and 3. GIS has 
difficulties in implementing some urban characteristics 
such as multiple surface reflection and tree modeling 
because GIS has not been basically designed for such 
a purpose. Accordingly, Matzarakis and Matuschek 
(2011), in their studies, have pointed out that there 
are powerful models and procedures for calculating 
the SVF value. However, they are sometimes very 
slow and complex to use for calculating different case 
studies. Finally, they have provided the “Skyhelios 
Model” for CSVF simulation and DSVF calculation 
in complex environments. Among other advantages 
of this model, one can mention short computing time, 
short development time, and low costs.
The Skyhelios model allows for modeling complex 
environments such as trees and non-flat roofs, while 
this is not possible using “raster-based” approaches. 
Also one of the advantages of this model is its higher 

accuracy without an increase in runtime (Matzarakis & 
Matuschek, 2011; Matzarakis, Mayer, & Chmielewski, 
2010, pp. 534-539).
In addition to the application of the aforementioned 
software for the SVF calculation and estimation, other 
software has been used in combination with them or 
even separately. For example, Debbage (2013), in 
his studies, evaluated the spatial distribution of SVF 
values for different land use classes (downtown, 
commercial, residential, rural, and open areas) in 
Athens. Using the Magic Wand tool in Photoshop, he 
extracted the SVF values from the fisheye images and 
then estimated the SVF values for the downtown as 
well as the residential area by entering the coordinates 
of the points photographed in the ArcMap software and 
using the IDW tool.
In addition to using actual photos to calculate SVF 
values, those models with the ability to extract SVF 
values from digital environmental models have been 
developed, one of which is the RayMan Model. This 
model is based on digital data in both raster and vector 
forms and has the ability to quickly calculate SVF 
values for various areas (Matzarakis & Matuschek, 
2011). Asawa et al. (2008) also have developed a 
“thermal design tool” for outdoor space planning. 
This tool has been developed by simulating the heat 
balance for urban surfaces (buildings, ground, and 
green surfaces) using a 3D-CAD system that can also 
be run on a personal computer. Besides, they have 
introduced the multiple tracing simulation method for 
calculating the SVF and radiative heat transfer. Vieira 
et al. (2003) have also compared the two variables of 
SVF and urban density using the multiple regression 
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equation using IDRISI software. Jusuf et al. (2017) 
have designed a plugin (Screening Tool for Estate 
Environment Evaluation (STEVE Tool)) using the 
platform of Sketch Up software. This plugin has the 
ability to calculate the SVF and some other climatic 
factors.
There are two main approaches to examine software 
methods depending on the types of databases used: 
vector method and raster method (Chen et al., 2012). 
On the other hand, the “ Shadow Casting” technique is 
one of the relatively new approaches to build a raster-
based database for calculating the SVF. The output of 
this technique is a black and white image that shows 
the amount of light and shadow for each point. This 
method operates very quickly and can process large 
areas of a city in a limited timeframe, but the primary 
database must have a very high resolution (2MB/
pixel) (Unger, 2009). This technique was introduced 
by Ratti (Ratti, 2001; Ratti & Richens, 1999, 2004). 
In the following, Lindberg (2005), in his study, has 
calculated the “sky view factor” in the area of about 2 
square kilometers using SCA and DEM data. Also, in 
order to test the accuracy of the SVF, he has compared 
the obtained values with those calculated by the FET 
method. The results showed that if the data of 4 points 
in the parks of the city are removed, there will be a 
very strong relationship between the data of the two 
methods (R2 = 0.95), because the photos were taken 
in the seasons when the trees had green leaves and the 
SVF values were underestimated. Also in another study, 
Lindbergh and Grimmond (2010) estimated the CSVF 
value using DEM data, and through SCA. They have 
compared their method with previous methods based 
on “shadow casting”, introduced by other researchers 
(Ratti, 2001; Ratti & Richens, 1999, 2004). They have 
stated that the “absolute mean difference” between 
the two methods was about 0.002. Besides, Hodul 
et al. (2016) have proposed a method for estimating 
the CSVF value. Their method used “Landsat 5 
TM” satellite images and LiDAR data. The basis of 
this method was “shadow casting”. The relationship 
between the SVF and Shadow Proportion (SP) has also 
been assessed in four US cities. The results indicated 
an inverse relationship and a correlation coefficient of 
0.85 between SVF and SP.
Although the software methods are considered a class 
of methods, the software has been mainly developed 
to facilitate other methods or their input data are three-
dimensional images or data. For example, in a study 
entitled “ Comparison of models calculating the sky 
view factor used for urban climate investigations” in 
Hungary, six FET-based models were tested:
From the six models of 1. Steyn’s model (Implemented 
in a GIS-Script) (Steyn, 1980), 2. Rayman model, 3. 
BMSkyView, 4. Skyhelios, 5. ArcView SVF Extension, 
and 6. SOLWEIG Model, the former three models 
operate based on images and the latter three models 
with the addition of a three-dimensional building 
database (Hämmerle, Gál, Unger, & Matzarakis, 2011).

2.3.4. GPS Method

Compared to the above methods, which are based on 
the direct SVF calculation, the GPS method was first 
developed using proxy data by Chapman et al. (2002). 
Accordingly, Chapman and Thornes (2004) have 
followed two issues regarding SVF data collection: 
1. Despite numerous methods, no method has been 
proposed for calculating the “real time” SVF5; and 2. 
There was a need to expand the space of surveying in 
non-ideal conditions. Therefore, using three techniques 
of FET, GPS, and ANN model6, they have provided an 
acceptable method for predicting the SVF. Chapman et 
al. (2001, 2002), in their studies, have also calculated 
the SVF value via GPS. To validate their research, 
they have compared their technique with FET and the 
results indicated that the correlation between data was 
88% for urban areas, 72% for rural areas, and 52% for 
suburbs. The main changes were due to vegetation, 
tree canopy, and height. It should also be noted that 
the GPS method is commonly used in combination 
with FET. So Bradley et al. (2001), in their study in 
Birmingham City, have evaluated the SVF value for six 
various urban areas (including downtown, high-density 
and low-density residential, industrial and open areas) 
using FET and GPS and installing the digital camera 
on the car to record and capture photos per 20 meters. 
They stated that this method, in addition to being fast, 
is also economical and repeatable.
In conclusion, it should be noted that this method 
provides good results if used in urban environments, 
but does not have a good explanatory ability to be used 
in suburban and rural environments, because changes 
in tree coverage cause noise in signal processing. GPS 
is also combined with an FE lens to record and process 
images on a “mobile platform” to provide simultaneous 
real time SVF calculation and estimation. In addition, 
there are several features that make the GPS method 
more attractive than traditional methods:
(1) These methods are fast and relatively inexpensive; 
(2) This type of method, unlike photographic methods, 
does not depend on atmospheric conditions; (3) In this 
type of method, one can easily communicate with the 
GIS platform. However, there are some limitations 
to using this method: (1) It is not inherently accurate 
and is not an appropriate method where accuracy 
is required; (2) The prediction equation depends 
on GPS equipment, so it is impossible to obtain a 
global equation; and (3) This method has a suitable 
performance only when being used in urban areas 
(Chen et al., 2012). 

3. CONCLUSION 
In the present study, in addition to the definitions of SVF 
and the introduction of its types in terms of dispersion 
and location of measurement, various SVF calculation 
methods have been studied and analyzed. According to 
the literature review, the SVF is one of the geometric 
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parameters of the city and refers to the amount of sky 
visible from a point on the ground. This factor has 
always been of interest to climatologists due to its 
various application in urban climate studies and also its 
relationship with the phenomenon of heat islands. It is 
also required and necessary to introduce this parameter 
to urban designers, planners, and managers.
According to the literature review, many methods have 
been developed for calculating and estimating the 
SVF values. The SVF estimation has been started with 
geometric and photographic methods and continued 
using software- and GPS-based methods. “Methods 
such as analytical methods are suitable for simple 
structures and can be used for algorithm testing and 
parametric analysis” (Chen et al., 2012). Due to some 
environmental limitations in basic data collection, the 
photographic method is not suitable for analyzing large 
areas and wastes a lot of time and money, although 
with new techniques such as “street view panoramas”, 
this defect has been partially removed. In contrast, the 
development of various software and the application 

of them in the SVF calculation have played a key role 
in increasing the accuracy, and precision and reducing 
computing time, one of which was GIS. “GIS 3D tool” 
is a very useful tool not only for its ability to directly and 
quickly analyze urban geometry but also for its ability 
to predict the SVF given the buildings to be constructed 
in the future. Additionally, this ability, in addition to the 
elimination of the usual costs expended for the camera 
and image processing, is considered as its advantage 
(Souza, Rodrigues, & Mendes, 2003a). However, 
issues such as the expensiveness of related extensions 
and the difficulty it has in analyzing multiple surface 
reflection and tree modeling are of its disadvantages. 
“The GPS method is also straightforward and 
inexpensive” (Chapman, Thornes, & Bradley, 2001; 
Chapman, Thornes, & Bradley, 2002) and does not 
depend on atmospheric parameters. However, one 
of its disadvantages is its inadequate accuracy. In 
general, Table 1 presents a review of the SVF history, 
calculation methods and techniques, and the software 
used, along with more detailed information.
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END NOTE
1. Other environmental indicators include air temperature, wind speed and humidity.
2. Eliasson (1992) refers to it as the graphical method.
3. It is one of the remote sensing technologies, which measures distances by illuminating the target with laser 

light and measuring the reflection with a sensor.
4. Google Street View (GSV) is a global network of panoramas excluding China and several other countries. 

However, Baidu Street View (BSV) and Tencent Street View (TSV) focus their efforts within China, and have 
covered hundreds of cities (Liang et al., 2017).

5. The advantages of real-time processing via a mobile platform include increased data collection speed and 
minimum data storage. This should be possible using an objective calculation algorithm and a high-speed 
computer processor (Chapman & Thornes, 2004).

6. ANN better models nonlinear and irregular datasets than simple regression techniques (Debbage, 2013). 
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Appendix 1: Registration (Abbreviations)  

AbbreviationsLatin Equivalent

ANNArtificial Neural Network

COTClinometer or Theodolite

CSVFContinuous SVF

DEMDigital Elevation Model

DSMDigital Surface Model

DSVFDiscontinued SVF

FEFish Eye

FETFish Eye Technique

GISGeographic Information System

GPSGlobal Positioning System

GSVFGround Sky View Factor

H/WHeight/Width

IDWInverse Distance Weighted

LSTLand Surface Temperature

LAILeaf Area Index

HSVF(m)Height of SVF(Meter)

MRTMean Radiant Temperature

MSVFMean SVF

MSTMobile Survey Technique

RSRemote Sensing

RSVFRoof Sky View Factor

SCAShadow Casting Algorithm

ShShoulder Height

SVFSky View Factor

SVPStreet View Panorama

STSSurveying Techniques By Sites

TSVFTotal Sky View Factor

UHIUrban Heat Island

VFView Factor

VBAVisual Basic for Applications




